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The RADC Post-Doctoral Program 1is a cooperative venture
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Engineering), Purdue University (School of Electrical Engineer-
ing), Georgia Institute of Technology (School of Electrical
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1. INTRODUCTION

The purpose of this report is to document the design and
construction of a prototype model of a Digroup Data Reduction
(DDR) system. This system compresses the bit rate of two Tl PCM
carrier terminals down into the bit rate normally required by
one Tl carrier terminal. Each Tl carrier terminal encodes 24
speech channels into a 1.544 Mb/s aigital signal which is trans-
mitted over a Tl repeatered line. The DDR system allows two
Tl systems (48 sneech channels) to operate over one Tl repeatered
line. Fig 1.1 shows the operation of Tl carrier systems with
and without compression by the DDR.

The DDR system described here uses a combination of Adap-
tive Differential Pulse Code Modulation (ADPCM) and Time Assign-
ment Speech Interpolation (TASI). Compression systems of this
type are called ADPCM/TASI. A previous report \1) describes a
study done to determine which compression techniques seemed best
suited to the DDR application. That study describes the theoret-
ical work and computer simulation upon which the decision was
made to use ADPCM/TASI for the DDR application. The current
report describes the design and construction of a prototype
model of this ADPCM/TASI system.

The concept of ADPCM is well known but its use with TASI
has not been vreviously explored in any detail |1'. The TASI
system itself has long been used on undersea analog cable trans-
mission systems [2,. Two characteristics of speech enable the

DDR system to perform the compression: (1) the user of a two-
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way communication system talks only about 384 to 45% of the time
the system is off-hook--the duty factor is .38 to .45--and

(2) most sequences of speech samples are slowly varying compared
to the PCM sampling rate and are therefore somewhat predictable.
There are times when the system is heavily loaded and more than
387 to 45% of the users in one direction are talking. ADPCM/
TASI adapts to high activity by reducing the number of bits used
to encode each sample value. By reducing the number of bits
during periods of heavy loading, the DDR system degrades grace-
fully--all active channels get a time slot. This is significant-
ly different from systems such as TASI or Speech Predictive
Encoding Communications (SPEC), where high activity results in
certain channels being frozen out or updated infrequently.

Since the DDR system is tailored to the statistics of
speech, it may not operate well with non-speech signals such as
voiceband data. The DDR system considered was arranged so that
up to 6 of the 48 time-division-multiplexed Tl channels could
pass through without modification. The time slots assigned to
these channels would bypass the ADPCM/TASI operations and could
therefore be assigned to data. This way of handling the data
limits the utility of this system in networks where voiceband
data and speech coexist on voicegrade channels.

Hardware implementation of the DDR system consisted of
breaking the tasks into natural functional divisions, interfacing
the functional blocks, construction, trouble-shooting, and docu-

mentation. The heart of the DDR hardware system consists of the

| Lt ————— i ———— 5 —— ———— NERE— - e
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voice switch and ADPCM coder. The voice switch detects the
presence of speech in order to take advantage of the low duty
factor of speech by using the TASI concept. In turn, the ADPCM
coder takes advantage of the predictability of speech in order
to reduce the number of required bits.

The performance of the hardware DDR system--signal-to-noise
ratios under various dynamic loading configurations and formal
subjective tests--has not yet been evaluated; however, computer

simulations of the concept showed no noticeable degradation.




2. THEORETICAL ASPECTS
2.1 Pulse Code Modulation (PCM)

The advantages of PCM are well known. Briefly, they are:
(1) PCM signals may easily be reshaved or regenerated in a noisy
environment-the effect of noise in the transmission medium can
be almost eliminated, (2) economical digital circuitry may be
used, (3) easy encryption, (4) ease of multiplexing via time-
division-multiplexing, and (5) noise may be minimized by appro-
priate coding of the signal. The crux of the matter is that
high signal-to-noise ratios can be maintained on communication
channels with low signal-to-noise ratios. Tiiese advantages are
obtained at the cost of increased bandwidth requirements for the
transmission channel.

In the Tl environment, speech or voiceband data signals
that are bandlimited to approximately 3.2 KHz are sampled at
slightly over the Nyquist rate--8000 samples/s. Then the samples
are logarithmically quantized at 8 bits/sample, using a m255
quantizer. The purvmose of the logarithmic quantizer is to give
the PCM coder a constant signal-to-quantizing noise ratio (S/Nq)
over a wide range of signal levels. For a further discussion of
logarithmic quantizers, see {5,67. In addition to vperforming
the PCM coding, the Tl system time-division multiplexes 24
sveech or voiceband data channels into a single communications
channel, resulting in a bit rate of 1.544 M bits/s. A typical

Tl frame is shown in Figure 2.1.




193 bits
125 us

Framing Bit 24 8-Bit Speech Channels

Figure 2.1 The T1 Frame.

The sampling theorem indicates that a bandlimited signal
can be reproduced verfectly at the receiver if sampled at a rate
of twice the signal bandwidth. In any practical situation, the
signal can not be perfectly bandlimited and the samples can not
be represented with perfect accuracy. The latter problem usually
dominates; hence, it is useful to consider the signal-to-quan-
tizing noise ratio (S/Nq) as a performance criterion. For an
n-bit p255 quantizer, the signal-to-quantizing noise ratio is
simply [6]:

S/Nq= én - 10.1 dB.

The constant, 10.1 in this equation depends on the companding
rule. For the 8-bit Tl quantizer,
S/Nq= 6(8) - 10.1 = 37.9 dB.

2.2 Adaptive Differential Pulse Code Modulation (ADPCM)
It is well known that sample-to-sample values of PCM en-
coded speech are correlated. This proverty allows speech samples

to be predicted. Unfortunately, the autocorrelation function of




speech waveforms is non-stationary; however, the time variation
is not large and the assumption of stationarity leads to the
design of useful systems. A typical sampled autocorrelation
function for speech at sampling intervals of 125 usec. is given
in Table 2.1 [ 7].

Table 2.1 Typical Autocorrelation Function for Speech

The motivation for using DPCM can easily be seen from the
following calculations. Consider the DPCM encoder shown in
Figure 2.2. Suppose the s; are input speech samples with the
autocorrelation function of Table 2.1l. The linear predictor is

of the form

: neglecting quantizing noise, Q40 in the feedback loop. For
telephone quality signal-to-noise ratios, Sy >> Q- The purpose
of the orediction is to make the variance of (s; - §;) smaller
than that of s; so that a lesser number of bits will be required

for quantization, i.e., minimize

2
(0]
dy

E{(s,-8;,)%)
% 2
E{(si ) jilaj si-J) }
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by choosing the appropriate Oy This minimization can easily

2

be done by taking the partial derivative of odi with respect to

a; for j = 1 to m, setting the resulting equations equal to zero,

J
and then solving the m equations for m unknowns. Carrying out

this procedure for m = 1,2,3 gives the aj of Table 2.2.

Table 2.2 Predictor Coefficients for Speech

Predictor aj 0 a3
one-tap .866

two-tap 1.545 . -.7837
three-tap 1.936 -1.553 .4972

The signal-to-quantizing noise ratio can be expressed as:
S/Ng = Es;}/E{q;") = Vo g "Q(n)
where Q(n) = oq;/odi2 is a characteristic of the quantizer., If
the predictor were not present, the sequence S would be quan-
tized since s; < di in this case and the signal-to-quantizing
noise ratio would be

s/Nq = 1/Q(n).
Hence the signal-to-noise ratio improvement, SNI, from prediction
is
SNI = -10 log 04, %  dB.
i
Table 2.3 gives the SNI for the three predictors described

above,




Table 2.3 SNI for Various DPCM Predictors with Speech Input

Predictor SNI (dB)
one-tap 6.02
two-tap 10.2

three-tap 11.4

The improvement from one-tap to two-tap is not large and, as a
practical matter, is further reduced by the nonstationarity of
the speech s;gnal. Also the three-tap predictor is very sensi-
tive to variations in R(i) and would require much more hardware
than the one-tap predictor. Hence, the one-tap predictor was
picked for the DDR system. Furthermore, an a; = 0.875 is used
for even more simplicity. Since 1 - (1/8) = 0.875, the multi-
plication only requires a shift right and subtract. Figure 2.3
shows the resulting ADPCM encoder and decoder.
The SNI for this coder can be calculated using Table 2.1:
04,7 = Ells; - a54.7)2)
i
= (1+ Glz) E{S-]z} - Zu]E{SiSi_]}
= (1 + y2) R(0) - 2a4R(1)

= 0.250

therefore,
SNI

-10 log (od_z)
i

= 6.02 dB .

The quantizer used in the ADPCM encoder is fashioned after

10
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that of Jayant [8]. Adaptation is termed instantaneous since
the current quantizer stepsize by is a multiple of the last;

i.e.,
8, = M(abs(dy_, + qy_4)) * 4y_,.

The optimum multipliers have been determined for speech by
Jayant and are not critical. The DDR system uses multipliers
based on a 32 level (5-bit) quantizer. Table 2.4 gives a com-
parison of the multipliers suggested by Jayant and those used

in the DDR simulations and hardware. The 2‘/a rule allows g

Table 2.4 Multipliers Used in the Adaptation Strategy

Jayant DDR
5 /e

ldi_l + q.'_]l M M "(2 )k k
0000 .9 917 -1’
0001 .9 917 -]
0010 .9 917 -1
0011 .9 917 -1
0100 .95 97 -1
0101 .95 917 -1
0110 .95 917 -1
omm .95 917 -]
1000 1.2 1.189 2
1001 1.5 1.542 5
1010 1.8 1.834 1
mon 2.1 2.181 9
1100 2.4 2.378 10
101 2.7 2.594 1
1110 3.0 3.084 13
1N - | 3.364 14

simple indexing scheme for looking-up the next stepsize. Since
the DDR system allocates from 3 to 8 bits to a given channel,
only the 5 most significant bits of di-l + q _; were used in the

12

SR S RN — ——

F ——t B d




simulations. The hardware system used a variable number of bits
to look-up multipliers that are an interpolated version of
Table 2.4. For further details of the hardware quantizer,

see chapter 4.

Performance of the ADPCM coder was evaluated by simulation
and is in (1]. At this point, it is worth noting that Jayant's
results suggest an S/Nq of 27 dB for ADPCM with a 5-bit quan-
tizer (Ref. 8). This is slightly below telephone quality;
however, the DDR system should usually allocate more than 5 bits,
as seen in Section 2.5, resulting in an S/Nq in the 30 dB plus
range. Subjective tests indicate even better results as dis-

cussed in [1].

2.3 Code Conversion

The ADPCM coder considered above operates on a uniformly
quantized input signal; however, the Tl system outputs logarith-
mically quantized sample values. An obvious solution to the
problem is some sort of code conversion. The 1255 quantizer
uses a 15 segment linear approximation to the following com-
panding function (Ref. 5):

F(x) = sign(x) In(l + u abs(x)) -1<x<l, u=255.
In(1 + u)

The DDR code conversion device must perform this function and its
inverse on a finite set of digital input values. Table 2.5 gives
the conversion rule where n is the 8-bit Tl output, § is the
linearly quantized speech sample at the encoder, y is the recon-

structed linearly quantized speech sample at the decoder, and

13




T e . ot

Table 2.5 Code Conversion Table (Ref. 6)
8 bits u=255

y + 33 n ;+33

lwxyzabcdefgh 111wxyz 1wxyz10000000
0lwxyzabcdefg 110wxyz 01wxyz1000000
001wxyzabcdef 10Twxyz 001wxyz100000
0001wxyzabcde 106wxyz 0001wxyz10000
00001wxyzabcd 011wxyz 00001wxyz1000
000001wxyzabc 010wxyz 000001wxyz100
0000001wxyzab 00Twxyz 0000001wxyz10

00000001wxyza 000wxyz 00000001wxyz1
e is the error incurred in the transmission process, if any.

The 33 is added to the y and § entries in order to simplify the
table. Figure 2.4 shows the place of code conversion in the DDR
system. The 8-bit w255 to 1l4-bit uniform conversion can easily
be implemented using a PROM; whereas, the reverse process re-
quires svecial purpose digital circuitry. More details on ccle

conversion hardware are given in Chapter 4,

2.4 Time Assignment Speech Interpolation (TASI)

The basic idea of Time Assignment Speech Interpolation
(TASI), sharing of ¢ transmission channels among n off-hook users
is not new (Ref. 2 and Ref. 9). ‘It has been used for many years
on undersea cable. TASI takes advantage of the fact that a user
of a communications channel talks, on the average, only about

38% to 45% of the time. For the remainder of the time, the user

14
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is either listening or pausing. The TASI function is performed
by detecting the presence of speech with a voice switch, and
assigning active channels a transmissicn time slot.

The degradation associated with TASI is twofold: (1)
freezeout occurs when the number of active channels, Ny, exceeds
the number of transmission channels, ¢, and (2) clipping occurs
on the initial sounds in a speech burst. Subjective tests show
that the maximum acceptable mutilation of initial plosives,
stops, fricatives, and nasal constants is 50 ms (Ref.3). Freeze-
out occurs as a result of heavy loading while clipping is a
result of : (1) detection time and (2) channel assignment pro-
cessing time. The DDR system eliminates freezeout by using
variable wordsize ADPCM. Speech clipping can be minimized
somewhat by introducing delay in the voice switch. The voice
switch processes the speech input tD seconds before the ADPCM/
TASI coder. Unfortunately, large tD is not allowed because of
echo problems.

A general TASI-type system is shown in Figure 2.5. The
DDR system looks much the same with a few exceptions. In con-
structing the frame, the number of channel assignment, signaling,
speech, voiceband data, and framing bits must be considered. At
least once every 50 ms (400 frames) the channel assignment
message must inform the decoder as to which channels are active.
This requires 48/400 = 0,12 bits per frame. In order to minimize
clivoping due to channel assignment processing time, 2 bits per

frame are sent, resulting in an undaie every 3 ms (24 frames).

16
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Figure 2.5 A General TASI System (Ref. 3)

Since it is imperative that the DDR transmitter and receiver
have the same channel assignment information, an error correction
code of rate 3 is used to protect the rhnannel assignment message.
Four information bits are sent, followed by four parity bits at
the rate of four bits ver frame. 3See Chapter 4 for further
details of the error correcting code. In a Tl system, signaling
is sent in the least significant bit of the 8-bit n255 word
every sixth frame. Hence, 48/6 = 8 bits per frame must be
allocated to signaling. One bit per frame is required for
framing as in the Tl system and the remaining bits are shared
between the n, voiceband data and n, active voice channels.

Since the standard Tl frame has 193 bits, the bits available for

17
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voice is

<
n

180 - ny * 8

where

n, = o, 1, ««.,6.

Figure 2.6 shows the frame for the DDR System.

1 bit 8 bits 4 bits  (180-ny-8) bits  (np-8) bits
Framing [Sjgnaling| Channel Speech bits Voiceband
bit Assignment data

Figure 2.6 The DDR Frame.

A critical part of any TASI system is a voice switch that
can detect the presence of speech in a noisy environment. Many
algorithms have been devised for detecting speech; one in partic-
ular is well suited to the DDR application (Ref. 10). It uses
level detection and adaptive thresholds operating on m255 com-
panded FCM. This switch shows no noticeable speech clipping,
high immunity to false triggering, and fast adaptation to changes .
in noise and speech levels. For further details of the algo-

rithms used and hardwareiswitch. see Chapter 4.

2.5 Talker Statistics and Bit Allocation
Past studies have shown that the average speech activity
factor, o, is in the range 0.38 to 0.45 and that the mean talk-

spurt length--the time the voice switch is on--is exponentially

18
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distributed with a mean, 35, of approximately 1.5 s (Ref. 2, 3, 9,
and 11). The traffic in the DDR simulations was generated using
these oproverties. Stress on the DDR system for various loading
conditions is difficult to estimate quantitatively:; however, some
indication of the loading can be obtained if the percent of time
B bits is available is known. This can be calculated given the
activity factor and loading configuration.

At any varticular instant, the probability that the number
of simultaneous talkers will equal or exceed c (where c is less

than n) is given by the cumulative binomial expansion:

n -
B(c, n; a) = I n' a* (1-a)"X
x=c Xi(n-x):

where n is the total number of off-hook talkers and ais the
speech activity factor (Ref. 9). Before using this to calculate
the fraction of time B bits are available. ¢B' bit allocation
must be discussed. The maximum number of channels for which B

bits will be available is given by

cg = < vg/B>
where
. P 180 - ny 8
as discussed in Section 2.4. <+ > means integer vart of. For

a given number of active channels n, and available voice bits

Vg two vositive integers, kl and k2. must be found such that

19
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kl « L + k2 (L+1) = vp

in order to use all available bits. L is given by

L = <vB/hA>.

Once this computation is done, bit allocation consists of giving
the first k1 active channels in a frame L bits and the last k2
active channels L + 1 bits. On the average, channels toward the
end of the frame will receive more bits than those at the begin-
ning. Given a channel counter, k, that counts the active chan-
nels in a given frame period, the number of bits available, B,

can be written symbolically as

L kf_k\
B={L+ k> kj
8 Selected data channels.

In the context above, channel 1 would receive L bits whenever
active. Now QB for channel 1 can easily be calculated for
various configurations. Two cases must be considered: (1) 8

bits are available as long as cg or less channels are active,

implying ¢g =1 - B (cg + 1, 48 - np; @) and (2) B bits are

available, where 3 <B <7, as long as Cg+1 <My Zcg implying

= B(c 48 - n a) - B (cB + 1, 48 - nys a),

Bl ¥ 1, D}
To show the effects of various loading configurations in

°s

the DDR system, three cases have been computed: (1) full loading
with no data channels and a low activity factor; n = 48, n, = 0,
o = 38, (2) full loading with some data channels and a moderate
activity factor; n = 48, ny = 4, o= .4, and (3) full loading
with all data channels and a high activity factor; n = 48,

20
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n, = 6, « = .45, Table 2.6 gives the resulting ¢,. The large
variation for various loading configurations points to the fact
that an effective vit dropping scheme like variable word length
ADPCM 1is needed. Jayant indicates that his 5-bit ADPCM system
is subjectively equivalent to 7-bit PCM (Ref. 12). Table 2.6
indicates that even under worst case conditions, 5 or more bits
will be available 99.08% of the time. This means that the DDR
system will perform as well as 7-bit PCM even under worst case
conditions. Informal listening tests of speech from computer
simulations of the DDR system have verified this. These computer
simulations are covered in (Ref. 1).

Table 2.6 Fraction of Time B bits are Allocated
for Various Loading Configurations

" u n=48 nD=0 n=48 nD=4 p=48 nD=6
% a=.38 a=.40 a=.45
8 0.8964 0.6126 0.2293
7 0.0870 0.2718 0.2235
6 0.0164 0.0%79 0.4150
5 0.0002 0.0176 0.1230
4 0. 0.0001 0.0092
3 0. 0. 0.
Al
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3. DDR SYSTEM CONSIDERATIONS
3.1 DNesign

The DDR system is designed to accept the outputs of
and provide the inputs to two Tl carrier systems, as shown
in Figure 1.1. A Tl carrier system is a 24 channel PCM
telephone system widely used in long-distance commercial
and military communications. Since the operation of the Tl
system necessarily influences the DDR design, a description
of its operation is required.

The Tl system accepts 24 telephone channels for
transmission. Each 4 kHz line is sampled 8000 times a
second. Each sample is quantized and encoded into an 8-bit,
companded, signed magnitude word. These 24 8-bit words
plus a framing bit for synchronization are combined to form
a 193-bit frame as shown in'Figure 3.1. Eight thousand
193-bit frames are transmitted each second yielding a bit
rate of 1.544 M bit/sec. Every sixth frame the least

significant bit of each channel is used for signaling

~(dialing, on/off hook, etc.). This Tl frame format is both

the input to the DDR encode and the output of the DDR decode.
Several other properties of the Tl output must be

considered. The repeater clocks are driven by the "ones"

on the transmission line. A string of more than 14 zeros

will allow the clock to drift excessively. The Tl solves

this problem by preventing eight "ones" in any channel and

22




inverting the output. This allows a maximum of 14 zeros

on the line (eq., ...1000 0000 0000 0001...).

193 bata 125 jiseconds

r

~
Voice channel bits (192 bits) Framing bit

Channel 1 Channel 2 e Channel 24

[ 8 bits [ 8 bits | S [ 8bits 1]

Figure 3.1 The Tl carrier frame

The input to the Tl system is normally 24 channels of
speech. However, it is possible that digital data will
occur on the Tl channels — this data could be PCM encoded
modem signals or it could originate as strictly digital
data. Any signal of this type will not accept compression.
The DDR system will require that this type of input appear
only on no more than six designated channels. These channels
when so designated will be handled as digital data and will
bypass the ADPCM/TASI algorithm.

Finally, there is no requirement that two independent
Tl systems be bit synchronous. However, to allow asynch-
ronous inputs to the DDR would require extensive buffering.
To eliminate this problem, the two Tl systems are required
to be bit synchronous. This basically defines the DDR
inputs and requirements.

The DDR must transmit signaling, channel assignment,

voice data, dedicated data, and a framing bit. Fourty-eight

23




bits of signaling are received every sixth frame. The DDR
must send eight bits per frame to send all the bits.

Channel Assignment Information (CAI) consists of the on/off
status of 48 channels. This can be expressed using 48 bits.
A transmission rate of two bits per frame was selected to
update CAI at the receiver every 3 msec. A rate % error
correcting code raises this to four bits per frame. Each
dedicated data channel requires eight bits per frame and each
frame requires one framing bit. The rest is used for voice

data. This DDR frame is shown in Figure 3.2,

193 bits, 125 useconds

e
L Y
Framing
Fill, if any Dedicated
Signaling CAI § Time shared speech bits data bits
[ ] ] 4

180-8D | 8D T1]

Figure 3.2 The DDR frame

Each 193-bit frame has 180 bits available for data. If D

is the number of dedicated data channels, 8D bits are used

. for dedicated data and 180-8D bits are used for voice data.
The DDR shares the 180-8D bits among the up to 48-D active
channels. For insténce, with three dedicated data channels
and 20 active voice channels, the 156 bits are assigned
seven each for the first four channels and eight each for
the remaining 16. When there are more than eight bits
available per active channel, £fill bits are inserted between

the CAI bits and the voice data bits. The DDR frames are
24
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transmitted 8000 times a second to yield a bit rate of
1.544 bits/sec, the same as the Tl's.,

A block diagram of one direction of the DDR system is
shown in Fiqure 3. 3 Each block is described in some
detail below.

The inputs to the DDR encoder are the bit streams of
two Tl carrier terminals labeled T1A and T1B. This system
requires the two transmitters to be bit synchronous, a minor
modification of the standard Tl system. This requirement
may also impose certain physical limitations on the allowable
separation of the Tl terminals; i.e., the physical length
of a sync wire between them.

The output of T1A enters a modified Tl receive card
labeled Receive A. This card establishes frame and decodes
the serial bit stream into 8-bit parallel words. It also
provides the input to the Sync and Timing block which
extracts the required synchronization and timing for the
entire DDR encode section.

The output of T1B enters another modified receive card
labeled Receive B. Although this input is bit synchronous
with T1A, it is probably not frame synchronous with TI1A.
The De-Skew Buffer is added to align the frames of the two
inputs. This block detects any misalignment and delays the
B signal until the frames are aligned. The Combiner
receives 8-bit parallel words from both A and B Receive

and interlaces them into a 48-channel frame. Each 8-bit
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parallel word is now available for 2.6 psec to the rest of
the encoder.

The voice switch examines each 8-bit word to determine
whether or not voice is present on each of the 48 channels.
The Echo Suppress block receives its input from the local
DDR Decoder. This block increases the volume required to
turn on a particular channel when that channel is on in the
other direction. This reduces the possibility of the channel
being on in both directions.

The Channel Assignment Update block keeps up with which
channels have speech present and sends this information to
the decoder. Since the encode and decode must stay in sync,
the Channel Assignment Update block updates the status of
a channel only after the information has been transmitted to
the decoder.

The Channel Assignment Information (CAI) is critical to
the proper interpretation of the data bits in the frame.
Errors in this information will cause the loss of possibly
ail channels until the error is corrected. To insure the
accurate transmission of this information, an error correct-
ing system is used. The CAI Error Correcting Encoding block
uses a correct one/detect two Hamming code [12] to generate
four check bits for every four informatiocn bits. This system
will correct all single errors and detect two errors out of
each group of eight sent.

Bit Allocation computes the number of bits available

for each channel (L) based upon the number of data channels
27
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and the number of active voice channels. The # Data Chan-
nels Selector is a thumbwheel switch which can be dialed
from 0 to 6. The Channel Assignment Update block provides
the number of active voice channels to the Bit Allccation
block The Signaling Extractor block picks off the last
bit per word every sixth frame. These signaling bits are
stored and sent to the multiplexer eight bits per frame.

The voice data also enters the Delay block which
delays the data a fixed amount from 0 to 10 milliseconds.
The purpose of this delay is to reduce front-end clipping of
speech bursts. For example, if 10 ms are required to
detect the voice burst and the data is delayed 4 ms, only
the first 6 ms are actually clipped. This does, however,
introduce an overall 4 ms delay.

The Code Converter block changes the incoming 8-bit
u255 companded words into 14-bit linear words. The p255
code is a signed magnitude code logarithmically compressed
to expand its dynamic range. The linear code is a 1l4-bit
two's complement number. This conversion is necessary since
the ADPCM algorithm is designed to operate on a linear code.

The ADPCM block applies this algorithm to the 14-bit
incoming signal to produce an L-bit output which carries
almost all the information to the decoder. L, which varies
from eight to three as a function of loading, is supplied

by the Bit Allocation block.
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The Multiplexer block combines into each frame the
signaling, CAI, voice data from the ADPCM block, and the
dedicated data which bypasses the ADPCM algorithm. It adds
the framing bit from T1A to complete the 193-bit frame.
This output is converted to a standard bipolar Tl format
for transmission over a regular 1.544 Mbit per second

digital line.

The DDR Decoder receives the 1.544 Mbit per second bit
stream into the Receive D block. Here the receive card
converts the bit stream to unipolar and syncs on the framing
bits. The Sync and Timing block generates the required
timing and sync pulses for the remainder of the decode side.

The Bit Stream Decoder divides each frame into signal-
ing, channel assignment, voice data, and dedicated data.

The voice data bits are grouped into L-bit words and output
at the proper time as an 8-bit word with zero fill. The
channel assignment bits are output to the CAI Error Correct-
ing block where most transmission errors are corrected.

This corrected CAI is used by the Channel Assignment Update
block. The Bit Allocation block uses the updated CAI and
the number of data channels from the # Data Channels
Selector to compute the number of bits per channel (L).

The ADPCM block performs the decode algorithm on the
voice data words to generate a 14-bit linear code like the
one at the transmitter. The Code Converter changes this

back to an 8-~bit u255 companded code as used by the
29




Tl systems. Finally, the De-Multiplexer reconstructs the
two T1 frames for output. The voice channels are deinter-
laced, the signaling is added, and the framing bit is re-
produced. The outputs of the DDR Decode are almost

identical to the inputs to the DDR Encode.
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3.2 ADPCM

The function of the ADPCM encoder is the conversion of
8-bit companded spcech samples into an L-bit adaptive
differcential signal. This is accomplished using the func-
tional diagram shown in Figure 3.4.

The input to the coder is an 8-bit word every 2.6 usec.
This companded speech sample is converted to a 14-bit
two's complement linear number as required by the ADPCM
algorithm. The first summing node subtracts the prediction
from the sample to give the difference to the quantizing
process. This process begins by limiting this difference
to the current quantizing range which adapts as required.
Next this range is mapped to an 8-bit word using multipli-
cation. The L most significant bits (L varies from eight
to three as a function of loading) are sent to the decoder.
These L most significant bits are used at the encoder and
decoder to reconstruct an 8-bit word which is then mapped
back to a 15-bit difference. This reconstructed difference
is added to the prediction to form the reconstructed sample.
At the decoder this sample is converted back to an 8-bit
companded word and is sent to a Tl receiver where it is
decoded. Both the transmit and receive sides multiply
this sample by .875 to form the prediction for the next
sample. The L-bit output is also used to adapt the range.
When the output approaches the limits of the quantizer the

range number is increased. When the output falls within the
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middle 50 percent of the range, the range number is de-
creased, The range is stored on a PRCM which is oddressed
by the range number.

The coder must handle 48 channels simultaneously.:
This requires the processing of 48x3000 samples per second
or one every 2.6 psec. This requires the storage of the
prediction and the range number for each channel. The only
requirement made on the rest of the sys 2m is speed. This
led to a mostly asynchronous design described in Figure 3.4.
The implcmentation of the ADPCM coder required the develop-
ment of some special numecrical techniques. These will be
developed before the actual algorithm is discussed.

A useful numbering system in digital work is the two's
complenent svstem. Positive numbers are represented by a
zero followed by the number's magnitude, i.e., +5 is 0101.
Negative numbers are represented by a one followed by the

magnitude minus one, inverted. For example, -5 is

1 binary (5-1) or 1 binary 4 or 1 100 ~r 1011. A variation
of this, called Modified Tvo's Ccmplement (MTC) uses a cne
for the firct bit of positive numbers and a zero for negative
numbers. Table 3.1 shows a ccmparison of the techniques.
MTC app2ars to be a non-signed binary number. This nakes it
an appropriate numbering system for use in mapping by mul-

tiplication as will be seen later.
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Table 3.1 A comparison of decimal, binary, two's comple-
ment, and modified two's complement numbering

systems
Two's
Decimal Binary Complement MTC
+3 + 11 011 : 111
+2 + 10 010 110
+1 + 1 001 101
+0 + 0 000 100
-1 g T 111 011
-2 - 10 110 010
-3 - 11 101 001
-4 -100 100 000

An adaptive system requires an adapting quantizer whose
range of operation varies with the statistics of the signal.
The largest range must accommodate the largest possible
signal and the smallest range should provide finely spaced
levels for small amplitude signals. Sixty-three discrete
ranges were chosen from +72 to +14848. Each range was
assigned a range number from 0 to 62. The ranges are spaced
uniformly on a logarithmic scale approximately two to the
one-eighth (2%) apart. For a list of these ranges, see
Appendix A.

The first step in the ADPCM algorithm is the subtraction
of the prediction from the current sample. The code conver-
ter outputs a 14-bit two's complement linear representation
of the current sample. The prediction is subtracted from
the current sample using two's complement arithmetic. This
requires simply inverting the prediction and adding it and

one to the current sample. The output is a 15-bit two's
34

o A, — - S

Fianlinincss




e

complement number representing the difference to be quan-
tized. Finally, the sign bit is inverted to change to the
MTC numbering system.

This difference must now be limited to the current
range of the quantizer. Figure 3.5 shows how this is done

in MTC.

Difference Range

13Y...% add Set to
Upper Choose Upper 0 if no
Range Smaller Range overflow
110... Limit Number Limit
—‘P‘ —r —_——
106... R
o, Range size
Lower
010... Range R R
Limit
000.. .1 E s B0, | .

Figure 3.5 The limiting of the difference to
the range using MTC

The difference is now expressed as a 15-bit MTC number.
The range is centered about 100 000 000 000 000. The limits
of the range are expressed as 400008 ¥ 53%39 . Thus, the
smallest range limits are 400005 + 74,, or 401105 and
376708. First, the smaller of the difference and the upper
range limit is chosen. This eliminates positive differences
that are too large. Next, the upper range limit is added to

the number chosen. This maps the range into the numbers
35




from zero to the range size. If no overflow is detected,
the differcnce is set to zero. This process clamps
the difference to the range and maps the range into the
numbers starting at zero.

This 15-bit MTC number representing the difference
must now be quantized to eight bits or one of 256 levels.

Sin-e the range of the difference is from zero to the range
256
range size

size, multiplication by will map the range into

a number from zero to 255. This is shown in Figure 3.6.

Range _
size F\
N
N
e o
~ T
~. N
15-bit gl ot
Difference| _ _ & B
e LA ~ ~N
T SO S 255
range size Sty
B e A —~ __|8-bit word
0 0

Figure 3.6 The mapping of the range into an
8-bit word using multiplication
This multiplying must be done 8000 samples x 48 channels per
second or every 2.6 usec. Time must also be allowed for
other operations, leaving only about 500 nanoseconds for

this multiplication. The simplest technique, shifting and
36
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adding, is not fast enough for this. A combinational
multiplier is expensive and would draw one amp at 5 volts,
Using discrete chips would require 60 4-bit adders and a
large number of shifters. The method selected requires 12
adders and 12 multiplexers. It involves selecting the
range sizes such that neither they nor their reciprocals

have more than four ones in their binary representation.

Since
256 3 1
range size FORCH008, (x range size '’

the multiplier in this operation will never have more than
four ones. Now only four 16-bit numbers need be added to
effect the multiplication.

The next constraint on the range sizes is that they all
be powers of two times the smallest eight range sizes.

Since the range sizes were spaced about 2% apart, this is
already done. This constraint allows us to multiply by one
of eight numbers and shift the result to obtain the proper
power of two. The smallest eight range sizes and their
reciprocals are listed in Table 3.2.

Clearly no number has more than four ones. Also, it
happens in the reciprocals, that no number has a one in both
the third and fifth place, or in both the fourtﬁ and sixth
place. The first bit is always one, and no more than a

single one occurs in digits two, seven and eight. This means

that, when multiplying by fiﬁggggffs’ we can always add the

rultiplican and the multiplican shifted right by either two
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Table 3.2 A list of the &ight smallest
ranges and their reciprocals

Binary Binary
Range # Range Size Range Size Reciprocal x 256
0 144 10010000 1.1100100
1 152 10011000 1.1011000
2 164 10100100 1.1001000
3 184 10111000 1.0110010
4 200 11001000 1.0100100
5 216 11011000 1.0011000
6 232 11101000 1.0001101
7 256 100000000 1.0000000
TR v B8R e EDBROERE - o BIFLEBOEE ¢
Digit 12345678 12345678

or four places. Likewise, we can add the multiplican
shifted right either three or five places and the multipli-

cation shifted right by either one, six, or seven places.

256

The sum of these subtotals is the difference times EEHEE_EIEE‘

The powers of two are taken care of by shifting the multi-

plican left an appropriate amount before multiplying.
_Figure 3.7 gives a functional diagram of this multiplication
"technique. Control of the shifting operations is derived

from the range numbers using ccmbinational logic.

The 8-bit output word of the multiplier is next reduced

to L bits. L is the number of bits permitted per sample.

It varies from eight under light loading to three under the

most severe loadin:. All but the L most significant bits

are changed to zero. This new 8-bit word is sent to the

multiplexer which picks off the L most significant bits and

s.nds them to the decoder. 38
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15-bit difference

Shift left from 0 to 7 places

Shift right Shift right shift right
1, 6, or 7
2 or 4 places 3 or 5 places places
16-bit adder 16-bit adder

|

1l6-bit adder |

Result

Figure 3.7 Block diagram of a special purpose
multiplication technique
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The encoder, in order to send the proper difference
signal, must reconstruct the signal just as the receiver 4
does. This begins by transforming the 8-bit word sent to

the multiplexer back to what it most likely was before

truncation. This is done by putting a one in the L+1th
most significant place, which corrects for truncation to
L bits,

Mapping the 8-bit word back to the 15-bit difference is

done in a manner almost identical to the 15- to 8-bit mapping.
First, the 8~bit word is multiplied by 552%%35353 , then the
upper range limit is subtracted from that number to»yield

the reconstructed difference. This is shown in Figure 3.8.

Reconstructed
difference
== Subtract - 111...
Upper
Range
Limit
oy = 3
Map 8-bit word
into range size
Range
- + 7

/R .

word

.]L. - [ Ooo...

Figure 3.8 The mapping of an 8-bit word into the range
using multiplication
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The reconstructed difference is now added to the prediction
to get the reconstructed sample. This is the same value

the decoder will have if no transmission errors occur. This
value is stored in a memory while the other 47 channels are
being processed. It is then recalled and multiplied by .875
to form the next prediction. This completes the loop.

The range adaptation procedure is examined next.

The encoder and decoder must use the same range size to
properly interpret the signals. The only information shared
by the encoder and decoder is the L-bit output. To eliminate
the requirement to transmit the range sizes, one must base
the range adaptation on the current L-bit output.

The range adaptation strategy is the one recommended by
Jayant [8] modified slightly. He changes his step sizes by
multiplying by some factor based on the magnitude of the five
most significant bits. Since DDR range sizes are powers of
2% times the smallest range size, it is restricted to multi-
plying by powers of 2%. Also, the multipliers are based
upon the L most significant bits. Finally, since the range H
sizes are numbered, changes are made in the range size by
adding to or subtracting from the range number. Figure 3.9
shows the similarity of the two methods. A list of the
entire adaptation strategy appears in Appendix B.

The implementation of the algorithm simply requires
that the range number be updated after the L-bit output. The
output addresses a ROM which supplies the range number

adjustment. The new range number is stored in a memory.
41




Range Multiplier

3.5-‘
Jayant i l
3.0 — — DDR System F
2.5
I
2.0+ rj
I

1.5—4 ‘]E4
1.0

o i s -

R T R MR R T L L i . R B
127135143151159167175183191199207215223231239247255

transmitted word

Figure 3.9 Comparison of Jayant's Adaptation Strategy
and DDR Adaptation Strategy
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During the processing of the next sample, the new range
number addresses a ROM which outputs the new upper range

limit. The receiver works in the same manner.

3.3 Expected DDR Performance

The expected performance of the DDR system based upon
computer simulations [l] and design considerations is sum-
marized in this section. The performance of the prototype
system has not yet been experimentally determined but it is
expected to follow the expected performance. The criteria
for evaluating the performance are the signal-to-noise (S/N)
ratio, bandwidth, ability to handle modems, overall delay,
speech clipping, idle channel noise, and susceptibility to
line errors. The performance with respect to each criterion

is discussed below.

The most commonly used indicator of performance for
this type of system is the S/N ratio. The Tl system achieves
a S/N ratio of about 36 dB. Computer simulations show that
under light loading the DDR system achieves a S/N ratio of
34 dB [1). The noise power from two independent sources can

be added in the following manner to obtain an overall

S/N ratio: _S/N, _S/Nj
10 10
S/Noveran" =10 log,, (10 + 10 ).

Assuming independent noise sources, the overall S/N ratio at

the receiver would be 31.9 dB, or a loss of 4.1 dB caused by

43
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the DDR system. The most severe loading (six dedicated
data channels and 42 off-hook voice channels) reduces the
S/N ratio at the receiver by only 1 dB. This is shown in

Figure 3.10.

38
m
Lo
5 34 Feeai
£ 30 i
o=
20 25 30 35 40 45 50

number of off-hook channels
Figure 3.10 ADPCM/TASI performance—most severe loading [l]
These S/N ratios are long-term (2 to 4 second) averages and
are not necessarily an accurate reflection of subjective
quality. For instance, a long period at 36 dB followed by
a short burst of 25 dBmay average 34 dB but sound worse than
a constant 34 dB. Although the short-term performance of the
system is not well defined, limited simulations have not
shown this to be a problem.

The bandwidth transmitted by the Tl system is limited

By the sampling rate of 8000 samples per second to 4000 Hz.

Since the DDR also transmits 8000 samples per second, the
bandwidth will be unaffected. However, the performance of
the ADPCM algorithm is frequency dependent. Since only the
difference is sent, low frequency signals are transmitted
more accurately than high frequency signals. This is accept-
able for speech because most of the energy is in the lower

frcquencies and the higher frequencies are already noiselike.
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However, modems, which use the center frequencies of the
voice channel, will probably operate poorly with the ADPCM
algorithm. For this reason the DDR is designed to accept
up to six channels of dedicated data which bypass the ADPCM

algorithm. This requires the manual setting of a switch at

each end of the system. The format of this data is unrestricted.
Each data channel may contain 64,000 bits/sec.
The use of TASI in this system requires the examina-
tion of the performance with respect to speech clipping,
delay, and idle channel noise. Speech clipping is the
failure to transmit the initial portion of a speech bu;st.

Table 3.1 shows the effect of various amounts of clipping.

Table 3.1 Effect of various clip lengths [10]

Length of Clip Effect

Less than 15 ms Imperceptible

Less than 30 ms Does not affect the articulation of
fricatives

Less than 40 ms Does not affect the articulation of
semivowels

More than 50 ms Significantly reduces articulation

The length of the speech clipping is a function of three

factors: voice switch delay, channel assignment delay, and
in-line delay. These are shown in Figure 3.1l1.

switch

>{ In-line delay ——

Channel assignment
delay

> Voice switch delay [+

Figure 3.11 Source of speech clips in the DDR system
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The voice switch delay is the length of time it takes the
voice switch to detect speech. This is always less than
20 ms [10]. The channel assignment delay is the length of
time it takes to transmit to the receiver the fact that a
particular channel is active. This takes between .5 and

3 ms. These two delays are cumulative. The in-line delay
simply delays the speech a selectable amount from 0 to

10 ms. This reduces the speech clipping by the amount of
the delay, but introduces overall delay into the system.
This delay can increase the severity of echos in the system.
A compromise of about 4.5 ms should render the speech
clipping imperceptible.

Since the DDR does not transmit when no voice is
present on a channel, there will essentially be no idle
channel noise. This is a problem only when there is back-
ground noise on the input signal. The turning on and off
of this noise with the speech is notiéeable and somewhat
objectionable. This problem can be solved by adding noise
at the receiver when no speech is present, but this is not
done in the current DDR design.

The effect of transmission errors is considered next.
The removal of redundancy in a signal tends to increase its
susceptibility to errors. Since the signaling and dedicated
data is transmitted bit-for-bit, they will neither be more or
less affected by errors. The channel assignment information
is protected by an error correcting code which will correct

more than 99 percent of the errors. Since 8-bit ADPCM is
46




subjectively less susceptible to errors than 8-bit PcM [13]
the DDR will be less affected by errors under light loading.
However, as the bits per sample drops below eight, the voice
data will become more susceptible to errors than PCM.

The performance of the DDR is expected to closely
approach the design objective of tranparency. The actual
performance of the system as built will be determined in

the near future.
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4. COMPONENT DESIGN

4.1 The DDR Shelf

The DDR system was built in a standard T1 carrier shelf so
it has the same dimensions as an ITT 324 Tl carrier terminal.
It occupies 14" of vertical space on a standard 19" rack.
Existing Tl common equipment cards were used where ever possible.
The system was constructed primarily from TTL ICs — standard TTL
and_low power Shottky TTL was used. The system described here
is a prototype model built to determine the feasibility of such
a system. Future models of this system could occupy much less
space and utilize microprocessor technology. In what follows
each of the blocks in Figure 3.3 is described. Many of
the schematic diagrams in this chapter may be difficult to use
because they have been reduced to standard 8%x11l" size. A
complete set of full-sized schematic diagrams is available from
J.B. 0'Neal, Jdr., NC State University, PO Box 5275, Raleigh, NC.
27650. A complete set of drawings will be furnished on request

to anyone demonstrating an official need for their use.

4.2 ADPCM Encoder and Decoder

In the DDR system ADPCM must be performed on all 48 channels.

Digital voiceband data channels are processed but their ADPCM
output is ignored by the multiplexer. The following paragraphs

give a description of the hardware that implements DPCM.
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Figure 4.1 shows how the hardware code conversion and ADPCM
might be implemented in the DDR system. The DPCM operation at
the transmitter consists of the two summing nodes, a 0.875
multiplier, and a unit delay memory. Two's complement binary
arithmetic is used so that the additions and subtractions at the
summing nodes can be implemented with available 4-bit adders.
Since 0.875 = 1 - (1/8), the multiplication can be performed
by hardwiring a shift right opcration into a bank of adders.

For example, consider the two's complement number
o11011.
A shift right operation, with sign extension, gives
000011.
Subtraction from the original number in two's complement is
done as follows:

01101 (original)
+ 111100 (right shifted and inverted original)

1 010111 (neglect carry)
+ 1 (for two's complement subtract1on)

011000 (answer) .

Since 01]0112 is 27]0 and (.875)(27) = 24]0 2

answer checks. The unit delay can be easily implemented using a

= 011000,, the

properly addressed RAM.
DPCM at the receiver consists of a summing node, a multiplier,
unit delay memory and overflow circuitry. The summing node is

implemented using the same type of two's complement addition as
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the transmitter. Multiplication and delay hardware is identical '
to that of the transmitter. The need for overflow circuitry
arises from the fact that errors due to a noisy channel may
cause abs (di) to be excessively large. The overflow circuitry
clamps s; at the receiver to the top or bottom of its range.

Figure 4.2 gives a logic diagram of the code conversion
PROM and the DPCM circuitry at the transmitter. PROMS d1 and
d3 output a 14-bit linearly coded two's complement speech sample. |
This binary number is subtracted from the prediction, 5 of
Figure 4.1, by adders d9, d10, d11, and d12. Since the quantizer
at the encoder and decoder uses modified two's complement, the
most significant bit of binary words received from or sent to the
quantizer must be inverted. The output of these adders is
processed by the adaptive quantizer. Adders d49, d50, d51, and
d52 add the reconstructed difference, RC, back to the prediction
in order for the next prediction to be made. Since the prediction,
XP, is stored in inverted form, inverters d53, d54, and parts
of d55 are used to re-invert the signal for addition to RC.
Adders d33, d34, d35, and d36 combined with inverters d55, d41,
and d42 perform the 0.875 multiplication dis-ussed above. The
output of these adders is the next prediction. Latches d25,
d28, and d29 prevent race conditions by latching the next prediction
before the RAM write pulse occurs. RAMS d17 and d19 output the
prediction during the first seven-eighths of a channel's address
time and store the next prediction during the last one-eighth

of a channel's addressing time. The 48 addresses, 0-47, are
51
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taken from the voice switch timing as is System Latch 2. One-
shot d21 provides a write pulse for all RAMS in the ADPCM encoder.
Figure 4.3 gives the timing for the RAM addressing and writing

in addition to data valid times. Note that: (1) adders d33

and d9 have their carry-in input tied high for two'; complement
subtraction and (2) the channel assignment information is stored

in RAM d19.

The DPCM decoding hardware is similar to that of the transmitter

as shown in Figure 4.4. Reference to Figure 4.1 may be helpful
in realizing the functions of the various components. Adders

wl, w2, w3, and w4 add the reconstructed difference to the
prediction, PRC. The output of these adders, the reconstructed
linearly encoded speech sample, s clamped to a 14-bit range

when overflow is detected. Overflow can be detected by extending
the sign bit on the prediction and reconstructed difference

so that 16-bit words are added. The three most significant bits
of the result can be used tc detect positive or negative overflow

as given in Table 4.1 The don't care states arise since 011 and

Table 4.1 Overflow at the ADPCM Receiver

-
Bit 16 Bit 15 Bit 14 + QOverflow - Overflow

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 d 0

1 0 0 0 d

1 0 1 0 1

] ] 0 0 ]

1 1 1 0 0
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100 can never occur. Karnaugh map techniques give the following

logic equations:

+ Overflow = Bit 16 * Bit 15 + Bit 16 * Bit 14
- Overflow = Bit 16 *+ Bit 15 + Bit 16 * Bit 14,

Logic elements w19/1-w19/3, w20/1,w20/2, w21/3 and w21/4 implement
these equations. NOR gates w9-wl4, w21/1 and w21/2 force the
reconstructed speech sample to be all 1's if positive overflow
occurs or all 0's if negative overflow occurs. The 0.875 multi-
plication, latching, and delay memory is identical to that of the
transmitter as is evident from Figure 4.4. The read and write
timing is also icd:ntical as seen from Fiqure 4.5. The important
output of this circuitry is the reconstructed linearly encoded
speech sample which is used by the code converter to form the
8-bit p255 speech sample. Upon construction of RS at the receiver,

the DPCM function is complete.

CODE CONVERSION enables the ADPCM encoder to
operate on linearly encoded speech samples.
A u255-to-linear conversion is required at the transmitter and
a linear-to-p255 conversion is required at the receiver. Table
2.5 and Figure 2.4 indicate how the code conversion is performed
in the DDR system.

Hardware implementation is quite different depending on

the direction of the implementation. At the transmitter, an
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8-bit 11255 word must be converted into a 14-bit linear sample.

A PROM configuration of 256 by 14 is needed in order to accomplish
the conversion and output two's complement numbers to the DPCM
encoder. Figure 4.2 shows how this is implemented in the DDR
system, using two commercially available 256 x 8 PROMS, d1 and

d3. These PROMS were programmed with a PROM burner that was
interfaced to an AGT 30 computer. Appendix C gives a complete
listing of the PROM contents as derived from Table 2.5.

Memory requirements prohibit the Tinear-to-p255 conversion
from being implemented with a PROM. The 14-bit input and 8-bit
output requires a configuration of 16,384 x 8 or 131,072 bits,
an impractical number of PROMS. Fortunately, Table 2.5 suggests
a method for conversion. First, the two's complement reconstructed
speech sample must be converted to sign-magnitude form. Then,

33 is added to t'c magnitude and the result is loaded into a
shift register. This number is shifted left until bit 13 is a 1.
Bits 9-12 of the shift register give the "wxyz" of Table 2.5

and the segment, "abc", is 7 less the number of shifts made.
Figure 4.6 gives a block diagram form of the implementation.
Overflow from adding 33 is compensated for by forcing the segment
number to 111,

Figures 4.7 and 4.8 give the logic diagram and timing for
the linear-to-u255 code conversion, respectively. The functions

of the logic elements are cvident when compared to the block diagram.
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The CLAMP DIFFERENCE TO RANGE board does just that. Figures
4.9 and 4.10 show the schematic of this board. Starting at the
left, the two 825114s (el and e3) are the PROMs that convert the
range number to the range upper limit. The six inputs 9 through
l4 are the range number. The upper range limit is output to the
A inputs of the bank of four 74LS85 comparators (e9, el7, e25,
and e33). The B inputs are tied to the incoming 15-bit difference
are also the inputs to the set of four 74LS157 multiplexers (elO,
el8, e26, and e34). The A>B comparator output selects the smaller
of these two numbers by multiplexing that one to the output of
the multiplexers. The upper range limit also goes to the A inputs
to the bank of four 74LS283 adders (ell, el9, e27, and e35) which
adds this to the limited difference. The sixteenth bit is an
overflow bit which is used to select the sum if overflow occurs
and zero if no overflow occurs. The next three banks of multi-
plexers are used to select hardwired left shifts of 4 or 0 (el3,
e2l, e29, e37), 2 or Q (e44, ed5, ed6, e38), and 1 or 0 (ed43, e4d2,

e4l). This allows selection of a left shift of from zero to seven

places. The select lines are tied to the three most significant

 bits of the range number. The output is now 12 bits and is ready

for multiplication on the next card.

The DIVIDE BY RANGE-PREPARE L BIT OUTPUT card is shown in
Figures 4.11 and 4.12. The input to this card is the output of
the previous card. The 12-bit multiplican is input to three sets
of multiplexers. The first set (f49, f4l1l, £33) selects a hard-

wired right shift of 3 or 5. The second set (£50, f42, £34)
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selects a 2- or 4-place shift, and the third set (f51, f43, £35)
selects a 1- or 6-place shift. The third set is followed by a 0
or 1 shift (£52, f44, £36) to make it an overall 1-, 6-, or 7-
place shifter. The output of each shifter bank can be set to
zero as required by making the pin 15's high. All shifting is
controlled by the combinational logic in Figure 4.10. The multi-
plican and the three shifted multiplicans are added by the three
12-bit adder banks each composed of three 74LS283 4-bit adders
(£53, f45, £37, f54, f46, £38, £55, f47, and £39). The eight
most significant bits and the carry are used in Figure 4.12.

The carry bit, if high, indicates overflow and causes
chips f40 and f48 to select all ones. Chip f28 uses L,
which comes from edge connectors L, M, and N, to set one of
the outputs low. This and the AND gates of £f29 cause all
but the L most significant bits (MSBs) to be set to one by
the NAND gates of £f31 and £32. The L MSBs are inverted by
the NAND gates. Chip f24 checks for an all ones condition.
If it exists, chip £f21 prevents the EXCLUSIVE OR of chips
£22 and f23 from reinverting the Lth MsB. This prevents
an output of all zeros. Chips f12 and f13 set the output
to 10000000 when the channel is inactive. This keeps the
prediction at zero waiting for the first sample. Next, f20,

1th MSB from a zero to a one to take

£19 and f18 change the L+
care of truncation. Finally, the group of gates (f17, f£18,
£25, £26, £f27) at the lower left of the schematic convert
the three least significant bits of the range number into

the proper shifting controls for the multiplier.
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The RECONSTRUCT DIFFERENCE-ADAPT RANGE card is shown in
Figures 4.13 and 4.14, The input is the 8-bit modified send
from the previous card. The three pairs of multiplexers
(g9 & gl; gl0 & g2; gl8 & gl7) perform the required shifting
for the multiplication. The three sets of adders (gl9, gll
& g3; g20, gl2 & g4; g21, gl3 & g5) add these sums to get
the product. This product is shifted right either zero or
four places by the four multiplexers (g30, g22, gl4 & g6).

Figure 4.14 shows the next two multiplexer banks where the
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Figure 4.13 Reconstruct difference - adapt range
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Figure 4.14 Reconstruct difference - adapt range
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product is shifted two or zero (g31, g23, gl15 & g7) and

one or zero (g32, g24, gl6 & g8). The result is a 15-bit
reconstructed difference mapped from zero to the range size.
A ribbon jumper cable carries this output to the "CLAMP
DIFFERENCE CARD" of Figure 4.10. Here the upper range limit
is subtracted by inverting it and adding it to the
difference to get the final reconstructed difference. This
output goes to the first card's summing node and on around
the loop.

On the right of Figure 4.14 are the combinational net-
works that convert the range number to the shifting con-
trol bits. The center shows the range number adaptation
circuitry. Chip g50 stores the 6-bit range number for
each channel using the address lines taken from the voice
switch. The RAM output is inverted, so inverters are used
to uninvert them. This range number is output to the other
cards that use it. After the output of the ADPCM coder is
valid, it is used to address chip g34, a PROM, whose output
is the range number adjustment which varies from -1 to 1l4.
Chips g36 and g44 add the curren<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>